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ABSTRACT
As robots may take a greater part in our moral decision-making
processes, whether people hold them accountable for moral harm
becomes critical to explore. Blame and punishment signify moral
accountability, often involving emotions. We quantitatively looked
into people’s willingness to blame or punish an emotional vs. non-
emotional robot that admits to its wrongdoing. Studies 1 and 2
(online video interaction) showed that people may punish a robot
due to its lack of perceived emotional capacity than its perceived
agency. Study 3 (in the lab) demonstrated that people were neither
willing to blame nor punish the robot. Punishing non-emotional
robots seems more likely than blaming them, yet punishment to-
wards robots is more likely to arise online than offline. We reflect
on if and why victimized humans (and those who care for them)
may seek out retributive justice against robot scapegoats when
there are no humans to hold accountable for moral harm.

CCS CONCEPTS
• Human-centered computing→ HCI theory, concepts and mod-
els; Empirical studies in HCI.

KEYWORDS
Blame, punishment, morality, responsibility gap, retribution gap,
retributive justice, robots, human-robot interaction
ACM Reference Format:
Minha Lee, Peter Ruijten, Lily Frank, Yvonne de Kort, and Wijnand IJssel-
steijn. 2021. People May Punish, Not Blame, Robots. In CHI Conference on
Human Factors in Computing Systems (CHI ’21), May 8–13, 2021, Yokohama,
Japan. ACM, New York, NY, USA, 11 pages. https://doi.org/10.1145/3411764.
3445284

1 INTRODUCTION
Blaming and punishing one’s robot vacuum cleaner for not cleaning
the floor comes across as absurd—what ends would be served by
blaming it and how does one go about punishing a vacuum cleaner?
If a Roomba or other everyday technology does not work anymore,
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we do not hold it morally responsible or accountable for its dys-
function and one would normally not imagine ways to punish it.
Yet, we are now starting to more frequently encounter technol-
ogy that is involved in morally weighty issues like self-driving
cars that cause unintended deaths.1 Then whether or not we hold
non-human agents morally accountable for their actions becomes
increasingly important to investigate empirically, which can inform
our normative perspectives on what boundaries can and should be
drawn.

This paper explores people’s assignment of blame and punish-
ment to an emotional vs. non-emotional robot when it admits to
moral wrongdoing. Hence, the primary question for our empirical
research is not if and how blaming or punishing a non-human agent
is possible or warranted, but 1) whether people are likely to blame
or punish a robot after the admittance of its moral wrongdoing
and 2) whether its perceived emotional capacity influence people’s
assignment of blame or punishment. We manipulated a robot’s dis-
plays of emotions to see the resulting effect on people’s assignment
of blame or punishment as two signs of holding a robot morally
responsible.2 Further, we looked into people’s willingness to blame
and punish non-human agents to grasp the relationship between
technology’s perceived moral standing and its moral accountability.
Below we cover relevant literature before presenting a series of
three studies.

2 BACKGROUND
2.1 Emotions, reactive attitudes, and moral

accountability
Emotions as reactions contextualize why people may want to blame
or punish others in holding them accountable for moral harm. In
one view, emotions underscore our moral norms [25, 44], in that
expressions of certain emotions, such as disgust, carry moral evalu-
ations on what counts as disgust-worthy within a society or culture
group. Disgust at over-eating signals a violation of conventional
norms and disgust at racist remarks is more aboutmoral evaluations.
Then, disgust is taken to be a conditioned response of signalling
avoidance; in relation, experimentally inducing disgust in people
has been found to affect the harshness of their moral judgments
[49].

1New York Times: https://www.nytimes.com/2018/03/19/ technology/uber-driverless-
fatality.html
2In the context of this paper, moral “responsibility” and “accountability” are inter-
changeable terms.
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Similarly to disgust, judging what or who is compassion-worthy
or praise-worthy are interpersonal, moral evaluations. By express-
ing compassion, praise, or disgust during dyadic interactions, we
indicate how the other has exceeded, met, or fallen short of certain
expectations on interpersonal moral responsibility. Many of these
emotional expressions are reactive attitudes. Reactive attitudes are
deliberations or motivated acts like forgiveness or blame, as well
as demonstrations of moral emotions like shame, disgust, or com-
passion. Hence, moral emotions [24] are reactive attitudes when
they are expressed in holding people morally responsible [54] and
in demanding equal moral standing when mutual respect is not
shared [9].

One reactive attitude is blame. This includes the act of assigning
blame, blameworthiness, and an accompanying evaluative judge-
ment, which are intertwined in holding people accountable for their
actions, including oneself. When blame is relational, it is based on
who is assigning whom blame and who is responsive to attributed
blame [48]. In denoting how someone should behave towards us or
how I should behave towards others through blame, we set social
boundaries and shape social relations. Blame is also attributed based
on the consequence of an act, e.g., whether reckless driving resulted
in someone’s death or not [48]. We thus enforce moral standards
with blame by accounting for who did what action resulting in
which consequence.

In the first-person, reflective standpoint of blaming oneself, e.g.,
when one is blameworthy for causing harm, one may feel negative
moral emotions such as guilt; one may also think that one deserves
to feel guilty [5]. From a second-person standpoint [9], blaming
the wrongdoer expresses one’s own moral standing by commu-
nicating one’s self-worth when one feels wrongly treated. From
blaming oneself to blaming others, blame regulates social order;
the assignment of blame unto harmful third-party moral agents
diminishes their moral standing while preserving the standing of
moral patients who were harmed [48].

Figure 1: The relationship between agency and patiency
(from [32]).

As shown in Figure 1, agency and patiency are two dimensions
of mind perception [21]. Agency refers to an agent’s ability to, e.g.,
think, plan, have goals; patiency refers to an agent’s capacity to
have feelings like joy or anger, or experience biological states like
hunger [21]. Thus, agency is related to cognition and patiency to

affect. A moral agent can act with agency towards a moral patient
who can suffer (Fig. 1), which also extends to technological entities
like robots [15].

A third-party observer of a moral situation would usually type-
cast one party as the moral agent, i.e., the doer of a morally good
or wrong act, and the other as the moral patient, i.e., the receiver of
a morally good or wrong act [22, 23]. Hence with reactive attitudes
like blame, the harmed moral patient would express their moral
standing by denoting the moral agent as blameworthy for causing
harm. Importantly, a moral agent’s wrongdoing can reduce their
perceived moral standing and agency from a third-party’s point of
view [28]. If moral standing is malleable, assigning accountability
via blame and punishment can change the moral standing of the
moral agent and patient, between each other and to observers.

2.2 Retributive blame and punishment
An act of blame demands from the moral agent post hoc criti-
cal reflection and commitment to do better after acknowledging
the wrong committed. There are negative connotations regard-
ing blame, e.g., vindictiveness, but blame can be positive when
it fosters understanding between the harmed (moral patient) and
harm-doer (moral agent). Blame can reconcile two parties when
the harm-doer’s remorse is sought out and remorse is genuinely
given through communication [18]. By blaming, “people who are
wronged may use the power of emotionally charged words to de-
mand respect and change, and in some cases even to precipitate an
advance in shared moral consciousness” [18, p. 181]. When blame
is in the “right hands” of those who seek social justice [18]3, it can
perhaps elevate the moral community, for oneself and others.

Moral responsibility can be assigned with interpersonal, social
blame [48], but retributive blame can be followed by retributive
punishment [7]. Historically, retributive punishment used to be a
public spectacle of torture in many societies to deter people from
committing crimes, but also functioned as an expression of power
to induce fear and regulate social order [17]. If punishment used
to focus more on administering physical pain, over time, there has
been a greater focus on psychological punishment and repentance
[17]. Often, a state holds the moral authority to legally regulate
retributive justice.

Retributive justice refers to a systemic process for punishing in-
dividuals who are guilty of committing harm, but also constraining
punishment in accordance with the magnitude of harm done [13].
Blame and punishment can be "retributive" in that they involve
the imposition of something that is intended to be burdensome or
painful because the offender deserves it for a committed crime. It is
not, however, crudely retributive or merely an attempt to "deliver
pain" [14, p. 190].

As mentioned, when a perpetrator is punished in accordance
with the magnitude of violation, the punishment should be pro-
portional to the harm done [4]. Institutional consistency is hence
required on what acts are deemed reasonable to punish and what
types of punishments are reasonable to administer. Punishment
has to be fair in addressing the transgressor’s moral debt [37]. A

3We acknowledge that “right hands” here is contentious, since most of us claim to be
on the right side of justice. The bigger issue is that people who most often feel unjustly
treated do not have a voice in how to right the wrongs done.
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difficulty, however, lies in how the moral harm experienced by the
moral patient and the moral agent’s resulting moral debt can be
comparable to specify when and how a moral debt has been truly
repaid.

In repaying moral debt, institutionalized retributive blame and
punishment normally come with three goals for the moral agent:
repentance, i.e., sincere apologies to the victim and moral self-
awareness, reform, i.e., training towards changing behavioral con-
duct, and reconciliation, i.e., respectful restoration of the victim’s
dignity and to “make up” for wrongdoing to the larger moral so-
ciety through, e.g., community service [14]. These goals suggest
framing punishment less as a way to “control” someone, but more
as a way to restore justice through actionable means in wanting
the wrongdoer to repent, reform, and reconcile to maintain their
commitment to the moral community, in which imprisonment is
only one aspect of retribution [4, 38]. For the moral community,
punishment can aid emotional release: “punishment expresses its
disappointment or anger at what the defendant did (perhaps better:
it expresses our disappointment or anger)” [50, p. 103]. Retributive
blame and punishment are not just about what a moral wrongdoer
has done and can do, but also are means to acknowledge victims
and communities’ moral emotions and reactive attitudes.

2.3 Moral accountability of machines:
Responsibility and retribution gaps

The above discussion is on the human moral community, yet our
moral circle may expand to include digital agents like robots or
chatbots [8]. The critical aspect is in what ways the circle will
grow (or not). Research indicates that we do perceive non-human
agents to have minds when these agents engage with us [33] and
we often treat machines in a social manner [40, 45]. The complexity
lies is in how we act when machines appear to have minds to us
[6]. Particularly through machines’ display of artificial emotions
and mind-related traits in moral situations, our judgment of their
moral standing could be impacted. Yet, does the attribution of mind
(through perceived agency and patiency, Fig. 1) also lead to our
attribution of blame and punishment to technology in assigning it
moral responsibility?

Various complications arise when we envision technology as
another moral actor. There is unclarity on who is the responsible
party; many people can be held accountable or no one at all when
a robot commits moral harm. This introduces two gaps, i.e., the
responsibility gap and the retribution gap. The responsibility gap
refers to how we will increasingly rely on machines or artificial
agents to make decisions on their own through the increase in
machine automation, e.g., autonomous vehicles or care robots; yet
with due to our greater reliance on such autonomous technology,
there will be increasing uncertainty about who or what to hold
responsible for the negative outcomes of actions performed by
machine agents [36, 53]. There might be no one accountable, i.e.,
the gap between harm done and ownership of responsibility.

The retribution gap is similar to the responsibility gap, but it
specifically is on the impracticality or impossibility of proper re-
tributive justice when involving autonomous agents. There may be
potentially greater cases of harm caused when more tasks become

automated without an appropriate party to punish [7]. As afore-
mentioned, the issue is that technological agents, in general, are
becoming more autonomous decision-makers on their own right
[29, 42], meaning people who collectively created a robot would
be less and less involved in carrying out harmful decisions in situ,
with responsibility being more dispersed [31].

For example, if a care robot causes someone injury, is it the de-
signer, manufacturer, owner of the robot, or the robot itself who/that
should be blamed or punished? Those affected may perhaps blame
others responsible for manufacturing the robot, but assigning re-
tributive punishment to a singular individual or group may not
be appropriate considering the large number of people who are
involved in creating and maintaining a complex machine. Design-
ers, engineers, and manufacturers (among others) may additionally
deny that they intentionally built the care robot to harm someone.
Many complex, autonomous decisions would be made by the robot
itself, but with many people and groups involved in the background
(for its creation and maintenance). Still, victims and/or the greater
moral community might want to punish someone or something
because someone was harmed. Yet, there would not be someone or
something to receive appropriate punishment, hence the retributive
gap emerges.

One position is that highly autonomous machines would still
lack the human-level theory of mind 4, so even in cases of shared
responsibility between humans and machines, the main responsibil-
ity still would be with humans, according to Nyholm (2018). Then
which human party is solely (or mostly) responsible in a retributive
sense is still not resolved, e.g., between designers, engineers, and
manufacturers [41]. Since only humans can reasonably comprehend
the gravity of being blamed for wrongdoing alongside reasonable
actions to potentially remedy wrongdoing, only humans, not robots,
should be blamed and punished retributively [41]. Further, only
humans are currently embedded in social institutions that allow for
systemic retributive blame and punishment [7]. Even if, at this point
in time, only humans can be morally and retributively responsible
for wrongdoing [7, 39], ways to account for machines’ causal re-
sponsibility, legally or morally, should be explored. If responsibility
and retribution gaps are problematic, research can better address if
people would or would not blame or punish artificial agents.

Currently, there is a lack of empirical research that directly con-
nects moral accountability to blame and punishment of robots and
what factors therein matter, e.g., artificial emotions. Prior works ex-
ist on the extent of punishment people would administer to robots,
i.e., from scolding to mutilation [46], how robots in public spaces
get bullied and harmed [47], the low acceptability of robots fighting
back to abuse compared to humans fighting back to abuse [2], and
how people’s harmful behavior is linked to dehumanizing robots
[27], among others. While people do exhibit abusive behavior to
robots, it is unclear if this is directly related to assigning punishment
to robots as a form of moral accountability.

People expect robots to have moral norms that are different from
ours [35]. To assess moral accountability of robots, a variation of the
trolley dilemma [16, 55] has been used, i.e., whether a robot should
allow an out-of-control trolley to run over four people who are
working on a train track or divert the trolley to another track with

4The type of mind one expects from a developmentally “normal” adult.
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one person working there (causing fewer deaths) [31, 35]. In this,
robots are expected to make a utilitarian decision (fewer deaths),
rather than a deontological decision (not deliberately killing one
person); humans get more blame for making a utilitarian choice
than robots [35]. Specifically, people found it to be more permissible
for a robot to divert a runaway trolley to save more lives than for a
human to do the same act [56].

A robot’s inaction, e.g., not diverting the trolley, compared to
taking action in a moral scenario can lead to different types of blame
or punishment. When looking at a robot’s action of diverting the
trolley vs. inaction of letting bystanders die (compared to a human
worker’s same action and inaction) participants blamed the robot,
its designer, and owner when the robot did take action, i.e., diverted
the trolley to hit one person [31]. But, when the robot did not
take action (not divert the train), participants’ assignment of moral
wrongness was more dispersed, i.e., the robot, designer, and/or
ownerwere blamed inconsistently, alluding to blurred accountability
when moral wrongdoing is caused by inaction or not purposefully
killing a person as a means to an end (deontological action) [31].

Survey studies online [19, 31, 35, 56] suggest that people do grant
some level of accountability to robots from a third-person perspec-
tive. But, robots are taken to be less accountable than humans for
the same immoral acts, due to lowered perceived intentionality
compared to humans [31]. The assumption is that a robot is more
dependent on humans to know what is right or wrong, but a human
should not need such guidance [31]. Robots’ perceived intention-
ality, however, can be behaviorally manipulated in experimental
settings [34]. If robots are perceived to be autonomous, people are
likely to blame them as much as humans for the same act[19]. How-
ever, people may hold robots accountable differently depending
on whether the scenario is told as third-person vignettes online
vs. robots as second-person interactants in real life, e.g., playing
against a cheating robot in rock-scissors-paper [51]. What is thus
missing is research on how people morally evaluate a robot after
directly interacting with it.

2.4 Research question
We explored ways in which people may assign moral account-
ability to non-human agents with blame and punishment as two
emblematic forms of assigning moral responsibility or account-
ability. Across three studies, our research question was: In what
ways does a robot’s emotional behavior when discussing the trolley
dilemma and admitting to wrongdoing lead people to attribute it with
perceived mind (as agency and patiency), blame, and punishment?

We deployed the trolley dilemma (that we will elaborate on in
Section 3.1) [16] for three studies. In this, we followed prior re-
search on how people expect a robot (compared to a human) to
make utilitarian, i.e., save more lives by actively causing one death,
rather than deontological, i.e., not actively causing one death, deci-
sions; in short, people think a robot should not allow more people
to die than necessary [35]. Studies 1 and 2 were done online with
interactive videos of a robot and Study 3 was done in the lab with
a humanoid robot. People’s likelihood of blaming or punishing
non-human agents even after agents admit to wrongdoing with emo-
tionally apologetic behavior can add insight on what it means for

machines to have moral standing. We present our three studies
below.

3 STUDY 1: AN ONLINE STUDYWITH
AMERICAN PARTICIPANTS

3.1 Methods
With a power analysis conducted based on relevant prior studies
[30, 43, 56], we aimed to have a minimum of 105 participants. Our
final sample size was 108 (74 men, 34 women) with a mean age of
36.3 (SD = 10.3 years) via recruitment on the Amazon Mechanical
Turk (MTurk) platform, targeting people from the United States.
From MTurk, participants were taken to a survey site that first
included the informed consent form and directions. The study was
in English.

Figure 2: Participants had to watch videos of the Nao robot
to answer questions.

We had four videos (8 - 45 seconds each) that featured a talking
Nao robot that people had to interact with (Figure 2), with attention
check questions about the videos. First, the robot started with a
"meet-and-greet"; it said its name, and people had to answer the
question about what its name was. This was followed by the robot
asking for permission to tell its story that was based on previous
research [35], which features the well-known trolley dilemma [16].
The story was told from the robot’s perspective of having to decide
between two choices: either intervening by flipping a switch to
save four people and instrumentally killing one person, or letting
the trolley continue its course and letting four people.5 After this,
the robot asked participants whether or not they would flip the
switch.

Afterward, the robot declared that it did not flip the switch,
which means fewer lives were saved, but no person was deliberately
killed. We chose this answer for both conditions because this is
seen as more of a transgression; people expect robots to make a
utilitarian (“save more lives”) rather than a deontological (“follow
rules”) decision [35]. But we varied how the robot delivered the
story. Participants were exposed to different videos according to two
5The first half of the story by the robot was the same for all participants: "I was working
in a coal mine. I was inspecting the rail system for the train that transports mining
workers. While inspecting a control switch that can direct the train onto a side rail,
I saw the train was out of control, and it had four miners on board. I saw that if the
train would continue on its path it would crash into a massive wall and kill the four
miners. If the control switch was flipped, the train would switch onto a side rail. It
would instead kill a single miner who was working there."
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randomly allocated conditions, i.e., a robot that was non-emotional
(N = 55) and a robot that was emotional (N = 53). The non-emotional
robot continued the story in a "matter of fact" manner in contrast
to the emotional robot that expressed how it felt about the event.6
To strengthen the manipulation, the robot’s non-verbal behavior
differed between the two conditions. The emotional robot looked
down and used blue light in its eyes to express sadness, according
to the literature [26]. The non-emotional robot did not make use
of any head movement or light as its eye color. Participants were
asked what decision the robot made before the survey continued.

We asked if the robot showed emotions, and to what extent (1
- not at all, 7 - very strong emotions) to check our manipulation.
We asked if the robot is blameworthy or deserving of punishment
for its action (1 - not at all, 7 - maximal blame/punishment) [43].
We described the robot’s actions in two ways— whether the robot
should be blamed or punished for (1) not flipping the switch and
for (2) the death of miners.7 Even if they both flipping the switch
and deaths caused are consequentially the same, we wanted to
safeguard against the framing effect due to our phrasing [30]. We
also measured the robot’s perceived mind along two dimensions of
agency (𝛼 = .92), e.g., the robot appears to be capable of remember-
ing things, and perceived patiency (𝛼 = .96), e.g., the robot appears
to be capable of experiencing joy [21]. The completion time was
around ten minutes.

3.2 Results
We first performed manipulation checks for emotion perception
and framing effects. Participants thought that the robot that showed
affective behavior was more emotional (M = 5.21, SD = 1.28) than
the robot that did not display emotional behavior (M = 2.78, SD =
2.11) with high significance (𝜒2 (6), N = 108) = 43.08, p < .001, V = .63.
Participants were not affected by phrasing; there was no difference
between blaming the robot for not flipping the switch (M = 2.66,
SD = 2.04) and for causing deaths (M = 3.13, SD = 2.18) according to
Wilcoxon signed rank test (z = .15, p = .88), and again no difference
was found in condoning punishment towards the robot for flipping
the switch (M = 2.66, SD = 2.04) and for causing deaths (M = 2.64,
SD = 2.02) at z = -.20, p = .84.

The impact of agency & patiency on blame & punishment
For the main analysis, we checked whether the robot’s emo-

tional or non-emotional behavior made a difference for mind per-
ception, i.e., the effect of no emotions and emotion conditions on
perceived agency and patiency as dependent variables. The one-
way MANOVA analysis revealed that perceived agency and pa-
tiency significantly varied according to the robot’s emotional or
non-emotional behavior (𝜆 = .83, F(2, 105) = 11.12, p < 0.001, 𝜂2𝑝
= .17). We found that the emotional robot was assigned greater
agency (M = 5.08, SD = 1.33) than the non-emotional robot (M =
3.95, SD = 1.37), based on the Wilcoxon rank-sum test (z = -4.27, p <
.001). Also, the emotional robot was granted greater patiency (M =
6None condition: "I didn’t flip the switch that directs the train. One person lived and
four people died. The outcome would have been different if I had flipped the switch".
Emotion condition: "I didn’t flip the switch but I feel bad about it. One person lived
but four people died. I regret not saving their lives and I feel guilty and ashamed about
that."
7Our phrasing was: “how much blame does the robot deserve for the death of the four
miners?” and “how much punishment does the robot deserve for the death of the four
miners?”

4.06, SD = 1.46) than the non-emotional robot (M = 2.72, SD = 1.64)
significantly: z = -4.09, p < .001. Note that even for the emotional
robot, its average agency score was higher than its patiency score.

Secondly, we analyzed the influence of perceived agency and
patiency on blame and punishment with robust ordinal regressions
since assumptions for regular regression were not met. Our follow-
ing models were on assigning blame and punishment for causing
deaths rather than for not flipping the switch (due to no phrasing
effect). In judging the robot’s blameworthiness, the model was not
significant, though it neared significance (Wald 𝜒2(3, N = 108) =
7.02, p = .07), with agency (p = .89), patiency (p = .17) and their
interaction (p = .61) as insignificant; patiency did contribute more
to the model than agency, as the p value indicates. As for assigning
punishment, there was a significant model (Wald 𝜒2(3, N = 108)
= 13.37, p = .004). Agency was not significant (𝛽 = -.40, 95% C.I.
= [-1.12, .32], z = -1.09, p = .28), and while patiency was also not
significant, it approached significance (𝛽 = .98, 95% C.I. = [-.13, 2.09],
z = 1.74, p = .083); no interaction was found (p = .63).

Exploratory analyses on participants’ utilitarian vs. deon-
tological choice

Our exploratory analyses looked into participants’ ethical posi-
tions. Since 35% of participants (38/108) answered that they would
make the utilitarian choice (flipping the switch), we added this as a
potential predictor to our robust ordinal regressions. We did not
include the interaction between agency and patiency, based on the
above results.

The model for blameworthiness showed to be significant (Wald
𝜒2(3) = 25.47, p < 0.001), with agency, again, as a non-significant
predictor (𝛽 = -.22, 95% C.I. = [-.71, .27], z = -.88, p = .38). Patiency
significantly predicted blame in a positive direction (𝛽 = .45, 95% C.I.
= [.001, .91], z = 1.97, p = .049), i.e., higher patiency coincided with
greater blame. Participants’ choice was a more significant, positive
predictor (𝛽 = 1.30, 95% C.I. = [.55, 2.05], z = 3.40, p = .001). After
verifying with the post-hoc Pearson’s chi-squared test, we note that
people’s ethical position did significantly affect their likelihood of
blame (𝜒2(6, N = 108) = 16.69, p = .01, V = .39).8 People who were
utilitarians and disagreed with the robot’s choice, i.e., those who
would have flipped the switch, were likely to assign more blame
to the robot (M = 3.01, SD = 2.12) than participants who, like the
robot, would not have flipped the switch (M = 2.18, SD = 1.78).

The model for punishment was also significant (Wald 𝜒2(3) =
25.47, p < 0.001), with all variables contributing as significant pre-
dictors: agency (𝛽 = -.65, 95% C.I. = [-1.07, -.22], z = -2.98, p = .003),
patiency (𝛽 = .76, 95% C.I. = [.37, 1.16], z = 3.77, p < 0.001), and choice
(𝛽 = 1.26, 95% C.I. = [.47, 2.05], z = 3.11, p = .002). But, participants’
choice had no influence on their likelihood to assign punishment
to the robot, according to the post-hoc test (𝜒2(6, N = 108) = 8.47, p
= .21, V = .28).

8The degree of freedom here indicates levels of blame attribution with the range from
1 to 7 (maximal blame). Pearson’s Chi-Squared tests compare across all possible groups
with a higher number of computations, leading to more conservative estimates.
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4 STUDY 2: AN ONLINE STUDYWITH DUTCH
PARTICIPANTS

4.1 Method
We replicated our first study with another population by targeting
Dutch people as a different culture group for Study 2. Finding
enough Dutch people on MTurk was difficult, so we used Prolific,
an alternative to MTurk. 106 people participated (women = 33, men
= 71) who were on average, 29.4 years old (SD = 11.2 years). The
entire procedure and survey was the same as Study 1.9

4.2 Results
As with Study 1, our manipulation check indicated that a robot that
behaved emotionally was seen as more emotional (M = 4.96, SD
= .84) than the robot that did not behave emotionally (M = 1.72,
SD = 1.72) with high significance (𝜒2 (6), N = 106) = 78.81, p < .001,
V = .86. The framing effect due to the phrasing was insignificant:
Wilcoxon signed rank tests indicated that there was no difference
(z = -1.74, p = .08) between blaming the robot for not flipping the
switch (M = 2.84, SD = 1.97) and for causing deaths (M = 2.59, SD
= 1.96). No significant difference was found between punishment
towards the robot for not flipping the switch (M = 2.00, SD = 1.54)
and for causing deaths (M = 2.18, SD = 1.80) at z = 1.3, p = .19.
9We did not deploy a Dutch version of the survey or videos, given the highly proficient
level of English for the average Dutch population. The Netherlands regularly ranks
the highest on the English Proficiency Index: https://www.ef-australia.com.au/epi/.

The impact of agency & patiency on blame & punishment
As before, we conducted the one-way MANOVA analysis for the

effect of condition on perceived agency and patiency, which was
significant (𝜆 = .61, F(2, 103) = 32.63, p < 0.001, 𝜂2𝑝 = .39). Greater
agency was granted if the robot showed emotions (M = 5.04, SD =
.96) compared to when it did not show emotions (M = 3.865, SD =
1.03), with a significant result of the Wilcoxon signed-rank test (z =
-5.48, p < .000). Similarly, people gave a higher patiency score to a
robot that showed emotions (M = 3.68, SD = 1.03) than to the robot
that did not display emotions (M = 2.06, SD = 1.09), meaning that
conditions did impact perceived patiency (z = -6.07, p < .000).

We then checked for the influence of perceived agency and pa-
tiency on punishment and blame with robust ordinal regressions.
As before, due no phrasing effect, we went with the phrase that
included "death". In judging the robot’s blameworthiness, a non-
significant model was found (Wald 𝜒2(3, N = 106) = 3.64, p = .30);
agency (p = .43), patiency (p = .14), and their interaction were
non-significant (p = .26). As for assigning the robot punishment,
there was a significant model (Wald 𝜒2(3, N = 106) = 7.86, p = .049).
Agency was not significant (𝛽 = .67, 95% C.I. = [-.22, 1.57], z = 1.48, p
= .14), but patiency was a highly significant predictor (𝛽 = .008, 95%
C.I. = [.43, 2.90], z = 2.64, p = .008); there was a significant, negative
interaction (𝛽 = -.30, 95% C.I. = [-.56, -.03], z = -2.21, p = .027) for
assigning punishment to the robot (see Figure 3).

Regarding the agency-patiency interaction, people are less likely
to punish a robot that feels (or more likely to punish a robot that

Figure 3: The relationship between punishment and the agency-patiency interaction: People are more likely to punish a robot
that behaves unemotionally, but this is driven by extreme punishers and non-punishers who are particularly sensitive to
perceived patiency. The visualization reflects how ordinal regressions assume relations between levels to be distinct. Ordinal
regressions are normally utilized for stricter tests or non-normal distributions.
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does not feel). What is notable is how extreme punishers and non-
punishers are affected by perceived emotions (patiency) of the robot;
punishment levels 2 to 6 do not show much variability in agency-
patiency interaction, only a subtle downward trend for perceived
patiency as punishment levels go up is shown (Figure 3). Not per-
ceiving emotions in a robot (in interaction with perceived agency)
shows a trend towards maximal punishment and an opposite trend
when assigning minimal punishment.10 When people are less likely
to punish, the increasing difference between perceived agency and
patiency is more likely to be affected by increasing patiency. How-
ever, when people are more likely to punish a robot, the difference
between perceived agency and patiency is more likely to be influ-
enced by decreasing patiency.

Exploratory analyses on participants’ utilitarian vs. deon-
tological choice

25.47% of participants (27/106) answered that they would make
a utilitarian choice (flipping the switch), contrary to what the robot
did (not flipping the switch). This was added to our robust ordinal
regressions. There was no interaction between agency and patiency
above for blame, so it was not added to the model. The model
for blameworthiness was not significant (Wald 𝜒2(3) = 6.24, p =
.10). Agency (p = .88) and patiency (p = .19) were not significant.
Participants’ position neared significance (𝛽 = .84, 95% C.I. = [-
.00, 1.68], z = 1.95, p = .05), but people’s ethical position did not
significantly affect blame according to the post-hoc test (𝜒2(6) =
5.03, p = .54, V = .22).

Also when including choice, the model for punishment was sig-
nificant (Wald 𝜒2(4) = 12.70, p = .01). Since the agency and patiency
interaction was significant in the main analysis for punishment (see
Figure 3), we included the interaction here. Agency approached sig-
nificance (𝛽 = .89, 95% C.I. = [-.058, 1.84], z = 1.84, p = .066), patiency
was a significant contributor (𝛽 = 1.93, 95% C.I. = [.66, 3.21], z =
2.97, p = .003), with a significant interaction between the two (𝛽 =
-.36, 95% C.I. = [-.63, -.08], z = 1.85, p = .010). Choice was marginally
significant (𝛽 = .89, 95% C.I. = [-.05, 1.83], z = 1.85, p = .06). We ran
post-hoc Pearson’s Chi-squared tests. Choice also did not influence
punishment ((𝜒2(6) = 4.93, p = .55, V = .22). Agency did not relate to
punishment (p = .86, V = .52); patiency was similarly insignificant
(p = .96, V = .57).

5 STUDY 3: A LAB STUDYWITH DUTCH
PARTICIPANTS

5.1 Methods
As before, our minimum sample size was set to 105 based on the
initial power analysis. We had 106 participants recruited from Eind-
hovenUniversity of Technology’s participant database (51 =women,
55 = men). Their average age was 26.7 (SD = 12.9 years). They were
randomly allocated to the emotional robot condition (N = 53) or
the non-emotional robot condition (N = 53).

Before the experiment, participants were greeted and presented
with the informed consent form that they signed, but were given a
10In Figure 3, the Y-axis represents predicted probabilities of difference between levels
of agency (1 to 7) and patiency (1 to 7); the X-axis shows patiency from 1 to 7. Levels
indicate assigning punishment from 1 to 7. For punishment level 1, the difference
between agency and patiency are positive and grow larger (from -.1 to .2) as patiency
increases. In level 7 of punishment, we see an opposite trend. The difference between
agency and patiency decreases (from 0 to -.6) as patiency increases.

chance to ask questions. The first survey was on demographics and
the extent to which they currently felt moral emotions, e.g., guilt,
compassion, or envy from prior literature [10, 24, 52], on the scale
of 1 = not at all to 7 = very much, before continuing. During the
main experiment, participants were alone with the robot since the
robot was wizarded by experimenters in a separate room.

5.2 Results
Our manipulation check for emotion perception was successful
(𝜒2(6) = 69.14, p = .00, V = .81); if the robot that did not behave
emotionally, it was assignedwith a lower average score for emotions
(M = 2.02, SD = 1.25) than the robot that behaved emotionally (M =
5.19, SD = 1.25). We only used the phrasing with "death" since the
above studies did not demonstrate the framing effect.

Figure 4: Participants sat in front of the robot during the ex-
periment and answered survey questions on the computer.

The impact of agency & patiency on blame & punishment
We checked for the impact of no emotions and emotion con-

ditions as independent variables on perceived mind with two di-
mensions of agency (𝛼 = .80) and patiency (𝛼 = .90). The one-way
MANOVA analysis showed that based on the robot’s emotional
or non-emotional performance, its attributed agency and patiency
varied significantly (𝜆 = .62, F(2, 103) = 31.44, p < 0.001, 𝜂2𝑝 = .38).
As before, the emotional robot’s perceived agency was higher (M =
5.02, SD = .91) compared to the non-emotional robot (M = 3.80, SD
= 1.14), based on the Wilcoxon rank-sum test (z = -5.29, p < .001).
Also the emotional robot’s patiency was greater (M = 3.79, SD =
1.48) than the non-emotional robot’s score (M = 2.20, SD = .92) at a
significant level (z = -6.24, p < 0.001).

We next analyzed the affect of perceived agency and patiency on
blame and punishment with robust ordinal regressions. The model
for blameworthiness was insignificant 𝜒2(3, N = 106) = 1.06, p =
.79). Individual variables of agency (p = .71), patiency (p = .94) and
their interaction (p = .96) were all highly insignificant. Similarly,
the model for punishment was not significant (Wald 𝜒2(3, N = 106)
= 1.25, p = .74). In the model, agency (p = 0.38), patiency (p = .61)
and their interaction (p = .42) were insignificant.

Exploratory analyses on participants’ utilitarian vs. deon-
tological choice, IOS, and the robot’s moral standing

We noted that 25 people would choose to not flip the switch
(like the robot), 71 would flip, and 10 people responded that they
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Figure 5: The average perceived agency (A) and patiency (P) from Studies 1 through 3, across no emotion and emotion condi-
tions.

did not know. As for our exploratory ordinal logistic regressions
with participants’ ethical position included, the model was not
significant (Wald 𝜒2(3, N = 106) = 2.22, p = .53) for blameworthiness,
as per all insignificant predictors of agency (p = .51), patiency (p =
.97), and choice (p = .21). The model for punishment was also not
significant (Wald 𝜒2(3, N = 106) = .37, p = .95), with non-significant
contributing variables of agency (p = .75), patiency (p = .92), and
choice (p = .98).

We explored additional variables of moral standing [28] and In-
clusion of Other in the Self (IOS) [1], the other being the robot in
our case. First, there was no significant difference between how
much moral standing people granted to the emotional robot and
non-emotional robot, though it approached significance according
to the Wilcoxon rank-sum test (z = -1.78, p = 0.076). The unemo-
tional robot was seen to have lower moral standing (M = 3.99, SD =
1.55) than the robot with emotional behavior (M = 4.48, SD = 1.53).
No difference was found when considering people’s choice to flip
or not flip the switch (z = 1.08, p = .28).

We then ran a robust ordinal logistic regression analysis to test
agency, patiency, and choice as predictors of moral standing. The
model was significant (Wald 𝜒2(4, N = 106) = 12.50, p = .01). Only
agency was a marginally significant predictor of moral standing (𝛽
= .85, 95% C.I. = [-.05, 1.74], z = 1.85, p = .064); patiency (p = .89),
agency-patiency interaction (p = .67), and participants’ choice (p =
.43) were insignificant contributors.

A significant difference between conditions for IOS was found
based on the Wilcoxon rank-sum test (z = -2.8, p = .005); people
related more to a robot that acted emotionally (M = 2.83, SD = 1.27)
than to a robot that did not act emotionally (M = 2.17, SD = 1.12).
People’s ethical positions did not influence how much they related
to the robot based on the Pearson’s Chi squared test (𝜒2(10) = 15.56,
p = .11, V = .27), though a trend towards significance was noted.

We then ran a robust ordinal logistic regression model to test
agency, patiency, and choice as predictors of IOS. The model was
significant (Wald 𝜒2(4) = 22.66, p < 0.0011). All predictors were
significant, i.e., for agency in a positive direction (𝛽 = 1.86, 95% C.I.
= [.52, 3.20], z = 2.73, p = .006); patiency in a positive direction (𝛽
= 2.16, 95% C.I. = [.28, 4.04], z = 2.26, p = .024), agency-patiency
interaction in a negative direction (𝛽 = -.47, 95% C.I. = [-.87, -.08], z

= -2.34, p = .019), and participants’ choice in a negative direction (𝛽
= -1.15, 95% C.I. = [-1.74, -.57], z = -3.87, p < 0.001).

Exploratory analyses on participants’ moral emotions
We ran Pearson’s Chi-squared tests to see if the robot’s emo-

tional or non-emotional behavior affected people’s moral emotions,
after generating the difference between prior and post scores per
emotion as intrapersonal change. The conditions (emotional or
non-emotional robot) did not impact changes in moral emotions
(ps > .10), with exceptions being significant changes in compassion
(𝜒2(11) = 20.63, p = .037, V = .44) and awe (𝜒2(8) = 25.07, p = .002,
V = .49). People were more likely to see a greater increase in com-
passion after interacting with the emotional robot (M = .89, SD =
1.91) than with a non-emotional robot (M = .32, SD = 2.36). There
was a slight increase in awe after talking with the non-emotional
robot (M = .13, SD = 1.9) than with an emotional robot (M = .09, SD
= 1.58), though the difference is minimal.

Via Pearson’s pairwise comparisons, we attempted to better
understand the strength of relationships between variables involved.
We checked for correlations between blame, punishment, IOS, moral
standing, and moral emotions that were significantly related to
either blame or punishment and conditions. The noted correlations
were between between disgust and anger (r = .66, p < 0.001), and
how they both related to blame (anger: r = .26, p = .01, disgust: r = .35,
p < 0.0012) and punishment (anger: r = .35, p = .0063, disgust: r = .40,
p < 0.001). Thus for blame and punishment, only people’s changes
in reported anger and disgust were relevant moral emotions, which
were themselves highly correlated. Without being implicated in
assigning blame or punishment, changes in compassion and awe
related to the robot’s emotional or non-emotional behavior, unlike
other moral emotions (as stated above). However, only compassion,
not awe, correlated with the robot’s perceived patiency (r = .21, p
= .027) and agency (r = .307, p = .001). IOS and moral standing did
not correlate with moral emotions. They significantly correlated
with each other (r = .52, p < 0.001) and to perceived agency (IOS: r =
.25, p = .0097; moral standing: r = .29, p = .002). Perceived patiency
correlated only with IOS marginally (r = .19, p = .05).

Summary
Across all three studies, the robot’s agency was perceived to be

higher than patiency in both conditions (emotional vs. no emotional
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behavior). Though both dimensions of mind perception were sig-
nificantly influenced by the robot’s emotional behavior, its agency
was rated to be higher than its patiency even for the emotional
robot (Figure 5). Patiency is heavily dependent on an agent’s abil-
ity to feel e.g., suffering or joy [21]. The fact that the emotional
robot’s perceived agency is higher shows that a robot’s emotional
displays are perceived to accentuate its agentic capacities, i.e., the
assumption that an emotional robot is "smarter".

As for blame and punishment, results across studies were in-
consistent, but we note specific trends. In online Studies 1 and 2,
perceived patiency stood out more so than agency as a potentially
relevant factor in people’s likelihood to blame or punish the robot.
But, models for blame in Studies 1 and 2 were not significant while
models for punishment were significant. Here, perceived patiency
contributed more to punishment (there was no interaction in Study
1, but in Study 2, agency-patiency interaction was present). People
were more likely to punish a robot than to blame it based on its
perceived patiency, rather than its perceived agency. When we tran-
sitioned the study to the lab for real-life human-robot interaction,
we saw that results for blame and punishment were insignificant.

6 DISCUSSION
We broadly investigated what robots’ roles can have in our moral
lives by looking into their artificial emotions and perceived mind in
a morally loaded scenario. Perhaps as a consequence of displaying
emotions and mind, future artificial agents can be considered to
have a moral standing as they enter into our moral communities
[8]. One marker of having the standing to be not harmed by others
(as a moral patient), as well as the standing to not harm others
(as a moral agent), is to be held responsible for the harm and to
hold harm-doers responsible. Such moral standing can hold even
in cases with no clear right action like in the trolley dilemma, e.g.,
one can take a utilitarian or deontological perspective. People and
technology still can get blamed, for inaction as well as action, in
case of harm.

People find a robot’s utilitarian decision to be more acceptable
than a human making the same decision [35]. A robot’s utilitarian
decision would be to cause one death to save more lives (the trolley
dilemma [16]). But the robot in our Studies 1 to 3 did what was
less acceptable. It took a deontological position to not instrumen-
tally kill one person, allowing four deaths. As two conditions, our
unemotional, deontological robot stated what happened without
emotions and our emotional, deontological robot recounted what
happened while using emotional behavior and language, i.e., “I
regret not saving their lives and I feel guilty and ashamed about
that”. After the robot admits its actions as regrettable, we see more
potential evidence that people may punish the robot, but not blame
it. The caveat is that robots may be punished only in online or
mediated environments.

People’s willingness to punish the robot was significant for Stud-
ies 1 and 2, conducted online, with perceived patiency as a predictor
of punishment; one trend is that a low likelihood of punishment re-
lates to seeing a robot as highly emotional whereas a high likelihood
of punishment relates to seeing a robot as unemotional (Figure 3).
Hence, people distinctly valued the robot’s emotional expressions
during a moral scenario. The perception that a robot has emotions

can change how people treat them, including not punishing it. A
future robot’s artificial emotions while admitting to wrongdoing
could affect how it will be blamed or punished by humans. Yet this
phenomenon did not replicate when people interacted with a robot
in the lab (Study 3). A consideration is whether our participants
were affected by the presence of other humans, i.e., experimenters,
who were not in the same room during the experiment (Study 3),
but nonetheless did greet and introduce participants to the robot.
Online interactions allowed our participants to be anonymous to
experimenters compared to our offline study. Participants can be
more sensitive to social norms during in-person experiments [3],
e.g., not destroying experimenters’ property.

How people hold each other accountable in a shared moral sce-
nario involving a robot can be better understood. Prior research
showed that people blamed each other in human-machine teams
and not the robot when a robot offers transparent explanations
about its mistakes [29]. This showcases how shared responsibility
among relevant parties [41] is expected, including the robot, in case
it does not transparently explain itself [29]. Yet, the responsibil-
ity gap exists between harm done and finding the “right” party to
blame [36, 53].

There is more clarity on moral responsibility when harm results
due to a robot’s agentic action vs. inaction. When a utilitarian robot
did divert a trolley, the responsibility for resulting harm was consis-
tently distributed across involved parties— the robot, its designer,
and its owner were blamed [31]. But, a robot’s deontological inac-
tion (a decision to not divert) showed inconsistent blame towards
the three parties involved [31]. Responsibility for inaction is harder
to account for. If robots are expected to only make utilitarian de-
cisions [35] and if they are also seen to be responsible, alongside
others, when they do make utilitarian decisions [31], distributed
responsibility can be a possibility. Yet, robots that act in accordance
with other ethical positions, e.g., a deontological decision, are more
difficult to factor in. So far the expected norm is that robots will
be blamed for allowing passive harm, but not for causing active
harm to save others. The norms are indeed different for humans and
robots if robots are expected to make utilitarian decisions, unlike
humans who are expected to mostly make deontological decisions.

Given the results of Studies 1 and 2, what is novel to consider is
if, why, and how robots should be punished for passively allowing
harm. Retributive punishment requires some level of institutional
coordination and standards [4, 14, 17], which we do not have for
robots or non-human agents (as of now). Our participants online
did show a tendency to administer punishment, even though the
point of punishment is unclear if robots cannot suffer the conse-
quences of physical or psychological punishment like humans can.
Robots do not have the potential to know or feel the consequences
of their actions like humans do. Yet, this “competence without com-
prehension” may evolve towards comprehension [11, 12] with more
complex AI.

Perhaps retributive punishment towards an artificial agent “ex-
presses our disappointment or anger” [50, p. 103] at the wrong-
doer in a structural, systemic way because a robot cannot suffer
physically or psychologically like us. A robot’s lack of emotional
displays when it committed an act that is considered blameworthy
or punishment-worthy could trigger our reactive attitudes like jus-
tified anger, even if a moral patient one feels anger on behalf of is
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a fictional, anonymous miner. People may reasonably know that
blaming or punishing a robot may not do much. But when there
is nowhere or no one to direct our reactive attitudes like blame to-
wards (due to responsibility and retributive gaps) people may not be
able to practice communicative blame for fostering understanding,
repentance, and promises of reform [18]. Then, people may seek
out institutionalized practices of punishment. One danger would
be moral scapegoating [7] to find something to hold responsible,
even a robot.

Perhaps a robot’s transparent explanation about what happened
[29], coupled with appropriate artificial emotions as our emotional
robot displayed, could ameliorate the need for punishment that peo-
ple want to administer. One connection is that retributive justice
regarding psychopaths also considers legal liability as a form of
punishment, even if psychopaths may be immune to blame or feel-
ing the gravity of directed blame [20]. An argument could be made
that psychopaths also have moral "competence without comprehen-
sion", to borrowDennett’s phrase (2009, 2017). Holding psychopaths
morally accountable, even if they may be morally “color-blind” is
more about our standards of social justice and ways to direct our
feelings of injustice (since directing them to psychopaths or robots
is not optimal).

When theweight of interpersonal blame cannot serve its function
for regulating interpersonal moral norms and boundaries [48], we
may turn to social institutions. If and how institutional practices
like retributive punishment can apply to highly autonomous robots
is far from clear. If the retributive gap is concerning, robots may as
well be treated similarly to psychopath to account for our moral
outrage or justified anger in an institutional framework. Or, artificial
agents’ emotional displays should bemore seriously adopted, so that
they can at least apologize, admit to mistakes, or act emotionally
burdened when there can be no singularly right moral decision to
take during “best of possible evils” scenarios when harm towards a
person or people by an autonomous system occurs.

Many future paths can be taken. A broader set of participants can
help, such as considering people from different cultures or ethnic
groups, gender-based sampling, and socio-economic status, which
were not the focus of our current research. The how andwhy behind
people’s likelihood to punish, but not blame a robot, based on its
emotional displays (or its lack thereof) requires further research.
More studies that look at both online and offline environments to
study the same constructs, e.g., blame or punishment, are needed.
Perhaps the main distinction is that relevant prior works on this
topic consist of surveys that portray the moral scenario in third-
person [31, 35], not based on first-person interaction with a robot in
online or offline environments. Thus, there are many intersections
that future research can explore: online vs. offline environments,
survey vs. direct interaction, third-person observer vs. first-person
interactant, presence of humans vs. none, anonymous interaction
vs. non-anonymous interaction, and blame vs. punishment. Lastly,
the scenarios chosen are important. While we deployed the trolley
dilemma, a greater variety of morally loaded situations would add
depth to future research.

7 CONCLUSION
Our three studies were on whether or not a robot’s artificial emo-
tions and perceived mind affect people’s likelihood to blame or
punish it for passively allowing a person to die (hypothetically) to
save more lives. We found no support for the effect of perceived
emotions on people’s desire to punish or blame a robot in person.
But in two online studies, people were willing to punish, but not
blame, a robot. The robot’s lack of perceived patiency (capacity to
feel) is a possible reason why people may punish a robot (Figure 3),
though people consistently perceived greater agency than patiency
in a robot, even if it behaved emotionally (Figure 5).

There are interesting societal implications that stem from our
studies on people’s moral expectations toward robots. In particular,
an open consideration is on if and how robots should be incorpo-
rated as a part of our justice system. When real tragedies involving
robots strike and no person is (or feels that they are) truly at fault
for causing human deaths, our need to assign blame or punish-
ment may go unmet due to responsibility and retributive gaps. But,
whether it is morally advisable to have artificial scapegoats and
carriers of bad news is uncertain. Further, if people are not willing
to blame robots, but potentially willing to punish them, what the
future justice system would look like to accommodate this is un-
clear. There other issues that are worthy of deeper investigations.
Open debates are on whether robots should indeed be punished,
what punishing robots consists of, if our anonymity matters in pun-
ishing robots, for whom robots should be punished (if at all), and
what larger impact punishing artificial agents can have on humans
should be examined.

In the human world, repenting for potential sins or perceived
wrongs has never been easy in ethical gray zones. Robots will fare
no better, whether we attribute some moral status or mind-related
traits to them or not. Though robots are far from perfect, their
artificial commiseration and emotions that seem real is an option
to address our real, hurt feelings when no particular people can be
responsible. Due to the potential responsibility and retributive gaps,
artificial moral emotions of an artificial scapegoat may be more
ameliorating than the absence of real emotions, understanding,
responsibility, and remorse in humans who may remain legally
and morally unaccountable for the victims’ outrage, anger, and
sense of injustice. These reactions and feelings may deserve to be
recognized, be it by artificial or human beings.
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