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ABSTRACT

The digitization of mental health care holds promises of af-
fordable and ubiquitously available treatment, e.g., with con-
versational agents (chatbots). While technology can guide
people to care for themselves, we examined how people can
care for another being as a way to care for themselves. We cre-
ated a self-compassion chatbot (Vincent) and compared be-
tween caregiving and care-receiving conditions. Care-giving
Vincent asked participants to partake in self-compassion ex-
ercises. Care-receiving Vincent shared its foibles, e.g., embar-
rassingly arriving late at an IP address, and sought out advice.
While self-compassion increased for both conditions, only
those with care-receiving Vincent significantly improved.
In tandem, we offer qualitative data on how participants
interacted with Vincent. Our exploratory research shows
that when a person cares for a chatbot, the person’s self-
compassion can be enhanced. We further reflect on design
implications for strengthening mental health with chatbots.
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1 INTRODUCTION

Approximately 1 out of 10 people need psychiatric care
worldwide, yet only 70 mental health professionals are avail-
able for every 100,000 people in high-income nations, and
this number can drop to 2 for every 100,000 in low-income
countries [40]. Psychiatric illnesses, such as depression, are
of a growing concern for many societies, yet adequate care
for those in need is often not sufficiently provided [39]. Thus,
technology offers promising means for treating mental ill-
nesses like depression, for example through mobile apps
[1, 21], chatbots [15], or virtual reality [14]. However, these
technological solutions thus far do not adequately cover two
aspects: (1) they often target what users can do for them-
selves, and what is missing is what users can do for another
being as a potential treatment for themselves and (2) they
do not address pre-emptive care for strengthening mental
health without necessarily assuming diagnosed disorders
that people may or may not associate with. Usually, the fo-
cus is on what should be “fixed”, e.g. depressive symptoms,
and the target is the person with these symptoms. We re-
versed this framework with a chatbot named Vincent that
people could care for and be cared by, a la Tamagotchi.

We pose the question “when bots have psychological is-
sues, can humans care for them, and if so, how?” By doing
so, we offer exploratory results on (1) how caring for a chat-
bot can help people more so than being cared by a chatbot
and (2) how aiming for an increase in self-compassion can
potentially strengthen psychological well-being, which is a
holistic, preventative way of envisioning mental health care.
People can feel psychologically vulnerable in varying ways
and to varying degrees in everyday life, whether or not they
choose to use clinical terms to label how they are or feel.
Mental health care can be geared towards prevention rather
than treatment by fortifying people’s resilience to psycho-
logical ill-being. Self-compassion is especially suitable for
pre-emptive care because it is causally linked to well-being
[52].

We explored if two weeks of human-chatbot interaction
would result in greater self-compassion for our participants,
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a non-clinical sample. As the sample choice indicates, our
focus was not on clinically defined symptoms of mental ill-
being; greater self-compassion can benefit people in general,
not just those with mental health disorders. We compared
between caregiving (CG) and care-receiving (CR) Vincents as
two conditions. Our research question thus follows: Are there
self-reported differences in self-compassion states after inter-
acting with a CG chatbot and a CR chatbot for a non-clinical
sample? What implications do these patterns of interaction
suggest? We hypothesized that both CG and CR conditions
would increase participants’ self-compassion and aimed for
quantitative and qualitative analyses.

2 BACKGROUND

We start with related works on caregiving (CG) and care-
receiving (CR) robots, and then we touch on how this can
translate to chatbots. After that, we define compassion and
self-compassion in light of positive computing (technology
for well-being). We cover that self-compassion can bring
about well-being and posit that chatbots can be vehicles for
improving people’s self-compassion.

Computers are social actors (CASA); even when people
know they are interacting with machines, they tend to treat
machines in a social manner [31]. People reciprocate help
when a computer was helpful to them before [16] and at-
tribute personality traits to computers that communicate
with them only via text [28]. The CASA paradigm is a help-
ful, albeit broader, framework for understanding caregiving
(CG) and care-receiving (CR) behaviors of machines.

The comparison between CG and CR chatbots has not been
previously explored, but there are related works in human-
robot interaction (HRI). People tend to care for a robot by
assuming and anticipating its needs [11]. In the context of
“learning by teaching”, i.e., when students learn the material
by teaching about it, a CR robot that acted as children’s
"student" was effective in helping students retain knowledge
[49]. In a study with an older population, a robot that asked
for help from humans was accepted as a mutual companion;
robots that people could care for and be cared by may pave
new grounds for assistive technologies that aim for reciprocal
care between humans and robots [26]. There are emotional,
psychological, and physiological costs and benefits in caring
for another being, e.g., comfort one gets from a pet vs. costs
of caring for a pet. Yet human investments may not have
such equitable pay-offs in HRI, which is a caveat that requires
further research [11].

As with robots, chatbots have the capacity to give and
receive care. They do not have the same level of physical
presence as robots, but uni-modal (text or voice) interactions
can still be behaviorally powerful while being less costly to
design and deploy. An added benefit of chatbots is that they
exist on messaging platforms like Facebook Messenger or

Slack that many people already use [24], which translates to
higher accessibility to chatbots compared to robots. An early
example of a chatbot, ELIZA, acted as a therapist and some
people believed that they were interacting with a human
based on simple text-based chats [50]. Nowadays, chatbots
(both voice and text-based) are re-emerging as interactive
entities that serve as all-in-one assistants like Apple’s Siri or
act as specialists in specific contexts, e.g., helping users shop
for groceries [10] or for therapeutic/self-help purposes [38].
A recent example of a chatbot for mental health care is
Woebot. It was designed to help combat depression [15]'.
After two weeks of interaction, Woebot reduced signs of
depression for young adults who self-reportedly suffer from
depression or anxiety (p = 0.01) while the control group that
was given an ebook called “Depression in College Students”
did not show improvements [15]. Woebot gave care to partic-
ipants, but did not receive care from its interactants. In one
study that looked into self-compassion, clinically depressed
participants were told to be compassionate towards a virtual
agent that they later embodied to receive compassion from
themselves, meaning participants gave and received care
for and from themselves through VR [14]. This led to low-
ered self-criticism, lowered symptoms of depression, and in-
creased self-compassion [14]. To conceptually combine these
studies [13, 15], a chatbot that gives care and/or receives care
from people could potentially increase self-compassion.
Compassion is a moral emotion [19] or motivation to free
ourselves and others of suffering with loving-kindness [18]
by having concern [37] or a caregiving approach [6] towards
living beings. It is at the heart of Mahayana Buddhism, as
expressed through stories in key texts like the Lotus Su-
tra [27, 42]. Schopenhauer, influenced by Buddhism, extolled
compassion as the basis of morality and found it celebrated in
many cultures, e.g. “at Athens there was an altar to Compas-
sion in the Agora [...] Phocion (ancient Athenian politician)
[...] describes Compassion as the most sacred thing in human
life” [46, p. 98-99]. Compassion and empathy are associated,
but are not the same. Empathy allows people to relate to
other’s suffering cognitively and affectively [23]. However,
empathic concern for others can lead to empathic distress, a
state of over-identifying with sufferers that leads to vicarious
pain without prosocial altruism to help [6, 37]. Compassion
builds on such empathic connections when one can relate to
sufferers in a healthy way, without empathic distress [6, 37].
Self-compassion is practiced by being kind to oneself with
a balanced awareness of one’s feelings and recognizing that
one is interconnected with others [32]. There are three sup-
porting elements. Self-kindness over self-judgment is to have
a forgiving attitude towards one’s own faults and to embrace
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one’s suffering with understanding; connectedness over isola-
tion is to view one’s life as intertwined with other lives rather
than to see one’s experiences as unrelated or irrelevant to
greater humanity; mindfulness over over-identification is to
be aware of one’s negative emotions in a balanced manner
than to excessively identify with them [52].

One’s gender may influence self-compassion. A meta-
analysis concluded that women score lower than men on
self-compassion and the gender difference was especially
pronounced when sampled studies had more ethnic minori-
ties [51]. Women reportedly have greater empathy than men
[23] and they are more likely to be more self-critical than
men [51]. To add, women who provide empathy as social
support can feel drained or distressed [22]. Yet, a study with
older adults demonstrated that older women have greater
compassion than older men [29]. While people’s gender, age,
and possibly ethnic minority status may impact their self-
compassion, practicing self-kindness, connectedness, and
mindfulness can help individuals be more compassionate
towards themselves and others.

In clinical settings, people who experience mental ill-being
can benefit from self-compassion [17]. Self-compassion is
also strongly connected to well-being for the general popu-
lation [52]. Well-being refers to mostly feeling more positive
affect than negative affect and being satisfied with one’s life;
factors like income, gender, age, or culture influence one’s
well-being only minutely [30]. Thus, having a good balance
between one’s psychological, social, and physical capabili-
ties to deal with life’s difficulties is important for well-being,
rather than having a static life without suffering [12] (nor
is this realistic). Through an awareness of one’s and others’
suffering without being overwhelmed by empathic distress,
compassion is developed [18, 47]. Caring for or being com-
passionate towards others has been shown to increase one’s
own self-compassion [5]. Yet, could the same effect be found
when people care for technological entities? Technology can
potentially be a means to achieve self-compassion, and by
extension, well-being.

We return to the question “when bots have psychologi-
cal issues, can humans care for them, and if so, how?” to
emphasize that (1) anthropomorphic realism of artificial en-
tities is not required for humans to develop a caretaking
stance towards them, and (2) machines’ mimicry of people’s
psychological ill-being can help ascertain why certain psy-
chological traits are labeled as issues. When we observe how
people take care of unwell chatbots, we may uncover how
they themselves want to be treated. Machines therefore do
not need to pass the Turing test for the purpose of positive
computing, or technology for well-being [6].

In order to uncover people’s psychological responses to
chatbots, particularly in relation to modulating people’s self-
compassion, we asked participants to interact with a chat-
bot, Vincent, designed to engage in care-giving versus care-
receiving conversations. Exploring simulated psychological
states via technological entities like Vincent is a way to en-
vision positive computing. In addition, our approach focuses
on pre-emptive mental health care. We now turn to how
we designed our study, how we built the two Vincents, and
present our results.

3 METHOD

We utilized quantitative and qualitative methods to best un-
derstand our data. We compared self-compassion scores be-
fore and after two weeks of interaction and examined if the
CR and CG conditions showed any difference. Our mixed
longitudinal design was supplemented by thematic [3] and
interpretive analyses [48].

Our qualitative analysis was performed on participants’
open-ended responses to Vincent’s questions, e.g. “can you
remember something that went well for you recently?” (CG
Vincent), “can you think of something that will cheer me up
a bit?” (CR Vincent), and on post-experiment open ended
responses about the experience in general. We coded deduc-
tively on the sub-scales of the self-compassion scale, and we
allowed for inductive themes to emerge [3, 48]. Four coders
analyzed the data, and a fifth annotator broadly checked
for coherence or incoherence, resulting in a structured, it-
erative process. Our quantitative and qualitative measure-
ments therefore corresponded with each other to triangulate
varying insights of the same phenomenon— self-compassion
through human-chatbot interaction.

Participants and groups

We conducted a power analysis to estimate our sample size.
Our effect size is based on an aforementioned study [14] that
measured self-compassion of a clinical population (N = 15)
in an embodied VR experiment, with the partial eta-squared
of 0.36 at p = 0.02 [14], which gave us a sample size of 68,
with a power of 90% and an error probability rate of 0.05. We
planned for t-tests, and thus the transformed effect size via
eta-squared to Cohen’s d was 1.487, which was reduced to
a more realistic 0.8. We had 67 participants (F = 29, M = 36,
undisclosed = 2), with the mean age at 25.1 years (SD = 5.7,
range = 19 - 48). We recruited people through the participants
database of the Eindhoven University of Technology. All
participants completed the self-compassion questionnaire
before they interacted with Vincent. Then, they were divided
to two conditions so that the average self-compassion scores
were evenly distributed at the start. From the lowest scoring
to the highest scoring participants, we divided all into either
the CR or the CG condition in an alternating manner. This



practice resulted in a relatively even gender distribution for
both conditions (CR: M = 18, F = 14, undisclosed = 1; CG: M
= 18, F = 15, undisclosed = 1).

Chatbot implementation

The meeting was supposed to start at 9 in
the morning

I had to install some updates before I could
head out

And they took way longer to complete than

I expected

So, when I finally arrived at the right IP
address, I found the door to be closed

I was so afraid to walk through that door
that I turned around and walked away -

I felt so embarrassed!

( That sucks! ) ( I canimagine )

Figure 1: Care-receiving Vincent

Vincent? was built with Google’s Dialog flow that was
integrated to Facebook Messenger®. We purposefully did not
visually design Vincent (the profile icon showed a “V”), to
drive Vincent’s personality by what was said, rather than
how Vincent looked. Participants’ responses did not change
Vincent’s reactions. The usage of limited pre-set responses
(Figure 1) was to continue Vincent’s narrative whilst allow-
ing participants a choice between relevant responses (Woe-
bot also interacted with its users in a similar fashion [15]).
This allowed for greater comparability between participants
in each condition.

We had eight scenarios each for CG or CR Vincent and 6
neutral scenarios (total: 22 scenarios). The neutral scenarios
were the same for both Vincents and aimed for adherence
to daily touch-points in an entertaining way. For example,
one neutral scenario is about world records: “[...] [ knew you

2Vincent’s Facebook page - https://www.facebook.com/vincentthebot
3Dialog Flow Facebook Integration - https://dialogflow.com/docs/
integrations/facebook

were an interesting bunch of carbon-based beings, but appar-
ently you have this thing called ‘world records’ [...]. [...] what
would you like to be in the world records book for?”. Both
Vincents used images and emojis because visual icons are
widespread in digital messaging to express emotions [43]. We
used appropriate punctuation marks and positively and neg-
atively valenced syntax in accordance to previous research
on text-based emotion expression and detection [20]. Most
inputs were close-ended (Figure 1), but we allowed open-
ended, free inputs at least once per interaction. We aimed
for a meaningful comparison in two ways. In each condi-
tion, participants’ interactions were designed to be the same,
with limited set of possible reactions to Vincent. Between
the two Vincents, we wanted to clearly distinguish between
the recipient and the giver of care. Below are excerpts from
CG and CR Vincents (all scenarios are in the supplementary
material).

CG Vincent: [...] see if you can think of a kinder, more caring
way to motivate yourself to make a change if needed. What
is the most supportive message you can think of that’s in line
with your underlying wish to be healthy and happy? Try to
write it below...

User: [free input]

CR Vincent: What do you think, am I the dumbest bot you’ve
ever seen or what?

U: [free input]

V: Am I being too hard on myself?

U: [free input]

CG Vincent was modeled after Woebot [15] supplemented
by self-compassion exercises [34]. CR Vincent was based on
the Self-Compassion and Self-Criticism scale [13, 14]. The
scale has scenarios like job rejections, unpaid bill reminders,
and being late to a meeting, which were converted to fit
a chatbot (Figure 1). The eight items of the scale were in-
terweaved for conversational storytelling. By doing so, we
juxtaposed issues that students (the majority of our sample)
can face, e.g., distress about failing an exam, that Vincent
underwent. CR Vincent narrated its story over time by ad-
mitting its mistakes, feeling inadequate compared to other
chatbots, confessing a former lie, and asking for confiden-
tiality in sharing a non-trivial worry:

I got a reminder from the server that hosts me. It’s like my
house, so to say. [...] I forgot to pay the server fee on time...[...].
[...] It would’ve taken me only 0.004 seconds to make the trans-
action, you know, since I'm a robot and all. [...] this never seems
to happen to the other chatbots on my server.

Vincent brought up this scenario again later, with new
information:

Remember our talk a couple of days ago? About me forgetting



to pay my server fee in time? [...] I kind of lied to you [...]. I
didn’t tell you this before because I was a little embarrassed
about it. Can you promise me that this stays between us? [...]
I’ve been applying for different jobs and just today I received
my third rejection email already. The reason that I couldn’t
pay my bill was because I'm running out of money. And if I
don’t find a job soon I'll get kicked off my server!

In sum, CG Vincent guided participants through activities
while CR Vincent opened up about its everyday mistakes
or worries to get support from participants. CG Vincent
sought to trigger self-compassion in users themselves and CR
Vincent gave participants opportunities to be compassionate
towards a chatbot.

Measurements

We collected basic demographic information, i.e., gender,
age, and previous experience with a chatbot, at the start.
Our main measurement was the self-compassion scale on a
five point scale [32], with six sub-components (self-kindness
vs. self-judgment, common humanity vs. isolation, mind-
fulness vs. over-identification), which was deployed twice,
before and after the experiment. We added a measurement
for opinions about the agent on a seven point scale [4] to
detect irregularities between how CG and CR Vincents may
be perceived. Our final scale was the Inclusion of Other in
the Self (I0S) Scale, a single item on a seven point scale [2],
to check how much participants identified with Vincent post-
hoc. We also kept track of two additional aspects to gauge
engagement quality. One is the error rate, i.e. the number of
times Dialogflow crashed during the interaction, sometimes
requiring an experimenter to momentarily “wizard” [9] to
restart the interaction*. The other is the total word count
per participant on open ended answers.

Procedure

We built Vincent and wrote our initial scenarios to be tested.
Our pilot study of three days was with voluntary participants
(N = 12), personally recruited by experimenters. We checked
if scenario categories (caregiving, care-receiving, and neu-
tral) were clear by asking participant to guess Vincent’s
intentions and goals per scenario. Based on this, we only
adapted neutral scenarios. Then we recruited participants
for the actual experiment. Our email invitation was sent out
to the TU Eindhoven participant database, and interested
participants joined the experiment if they used Facebook
and could freely express themselves in English. The email
contained a link to Vincent’s Facebook page that partici-
pants had to go to for a guided tutorial on the experiment,
payment information, and the informed consent form. This

4Restarts happened 37 out of 938 interactions (14 days * 67 participants), or
3.94%. of the time.

form noted that experimenters will look at participants’ data,
and that third party technology providers Vincent relied on,
i.e., Facebook and Google, have access to the information.
We added that participants’ personally identifiable informa-
tion will not be shared for publication purposes, and that
their voluntary participation means that they can drop out
of the study at any point. We also stated that Vincent is not
a therapist and that they should seek professional help if any
psychological issues are experienced, though we targeted a
non-clinical population.

After the guided tutorial, participants filled in the first set
of questions on demographic information and self-compassion.
Then they were assigned to either CG or CR Vincent. They
all began the experiment on the same day. For two weeks,
Vincent greeted and sent a password daily, and participants
had to repeat the password to Vincent to start the daily inter-
action, e.g. "Hey, me again :) Tell me tHup to start our little
talk". After two weeks, participants filled in the final survey
on self-compassion, the IOS scale, opinion on the chatbot,
details for compensation, as well as additional comments or
feedback they were willing to share. Participants were then
paid through bank transfer.

4 RESULTS

We first present our quantitative analysis and then move on
to how people talked with Vincent, the qualitative angle. All
relevant tables and graphs, as well as CG and CR Vincents’
scenarios are in the supplementary material.

Quantitative analysis

Before we forged ahead with hypotheses testing, we looked
into engagement levels of all participants to detect outliers.
We had three outliers, participants who had less than 20
minutes of total interaction time with Vincent. Only reading
what Vincent sent, not including giving a response, should
take one to two minutes per day. We expected a minimum of
20 to 28 minutes of interaction for two weeks (for all partici-
pants, the average total time was 36 minutes, SD = 10). Our
outliers spent in total 15, 18 and 19 minutes each, the three
lowest total interaction time. Correspondingly, their total
word count to open responses reflected low engagement at
27, 22, and 27 words for the total duration of the experiment,
the three lowest total word count out of all participants.
We conducted two one-tailed dependent t-tests [7] to an-
swer our hypotheses (we set p at 0.05 with the confidence
interval of 95%). CG Vincent did not result in significant
change (t(31) = -0.572, p = 0.286, Cohen’s d = 0.07) when
comparing before (M = 3.135, SD = 0.630) and after (M =
3.180, SD = 0.628) the two weeks, but the direction detected
is positive (normality assumed for prior (W = 0.987, p = 0.978)
and post (W = 0.989, p = 0.982) scores). CR Vincent did show
a significant difference (t(31)= -1.97, p = 0.029, Cohen’s d



= 0.2) between prior (M = 3.137, SD = 0.613) and post (M
= 3.257, SD = 0.558) scores for self-compassion (normality
assumed for prior (W = 0.979, p = 0.764) and post (W = 0.946,
p = 0.114) scores).

We conducted exploratory analyses to better understand
our data. Through a repeated measures ANOVA, we checked
for the effect of time, prior and post self-compassion scores
(F(1, 62) = 2.768, p = 0.101, 52 = 0.043). Then we checked for
the effect of condition, i.e., CG or CR (F(1, 62) = .075, p = 0.785,
n2 = 0.001), and the interaction between time and condition
(F(1, 62) = 0.580, p = 0.449, n2 = 0.009). None were significant.
We additionally checked for time, condition, time*condition
effects on the three components of self-compassion, self-
kindness, common humanity, and mindfulness. Only the
effect of time on common humanity was significant F(1, 62)
= 6.059 p = 0.017). The table for all statistical tests is in the
supplementary material.

We further dissected our data by gender because previ-
ous research showed that women may score lower on self-
compassion [51]. Indeed, female participants had lower self-
compassion scores (M = 3.05, SD = 0.13) than men (M = 3.26,
SD = 0.09) at the start, but not significantly so (t (49.35) =
1.13, p = 0.26, d = 0.29) according an independent, unequal
variance t-test (normality assumed). We then compared post
and prior scores for men and women. Men’s self compassion
scores increased only by 0.02 as a difference in means and
showed no significant increase (t (33) = -0.25, p = 0.40, d =
0.04). However, women’s scores showed a significant differ-
ence (t (27)= -2.06, p = 0.02) between 3.05 (SD = 0.71) as the
starting score and 3.19 (SD = 0.65) as a posterior score for
self-compassion. When we scrutinized the gender difference
between CG and CR Vincents, we noticed a more dramatic
difference. Women with CR Vincent showed a highly signifi-
cant change (t(13) = -2.89, p = 0.006, d = 0.77) compared to
women with CG Vincent (t(13) = -0.33, p = 0.37, d = 0.09),
and both were normally distributed.

We wanted to check if mainly gender was at stake or if it
was simply a difference between low vs. high scorers on prior
self-compassion levels. We thus divided all participants into
two groups based on the average self-compassion score at the
start, 3.14. Those who scored above this were high scorers
(M =3.71, SD = 0.37, N = 28), those who scored below were
low scorers (M = 2.69, SD = 0.32, N = 36). We included one
participant with the average score in the high-scoring group,
and this had no impact on significance reached. Low scorers
greatly increased their self-compassion scores in terms of
significance (t(35) = -3.41, p = 0.0008, d = 0.57), but high
scorers did not show improvements (t(27) = 1.10, p = 0.86, d
= 0.18). Yet normality was not assumed for both low-scorers
(W =0.93, p = 0.03) and high-scorers (W = 0.91, p = 0.02),
since we divided a normally distributed group into two. Thus,
we performed a two-sample Wilcoxon rank-sum test to see

if there was a significant difference between low scorers and
high scorers, which was the case at z = 2.86 and p = 0.004. CR
Vincent improved low scorers’ self-compassion significantly
(t(17) = -3.20, p = 0.003, d = 0.75) compared to a marginal
significance for CG Vincent (t(17) = -1.75, p = 0.05, d = 0.41).
There were normal distributions observed for prior and post
self-compassion levels of low and high scorers.

A potential explanation for why low scorers improved
more than high-scorers is regression to the mean. However,
in published literature, the average self-compassion score is
between 2.5 and 3.5 [33], and our low scorers have a prior av-
erage self-compassion of 2.69. If regression to the mean is an
explanation, we would also expect high-scorers to end with
a lower mean, yet this is not the case. Our high-scorers had
an average prior score of 3.71 (above average [33]), and their
scores did not decrease after the experiment. This may be a
ceiling effect. The low-scorers’ improvement is still there; it
is a highly significant effect even with the Bonferroni correc-
tion for all tests (p = 0.0008), with the post-hoc power of 0.97.
The data supports that Vincent enhanced self-compassion
for low-scorers.

We had two additional scales, one to check if people per-
ceived CG and CR Vincent in a relatively similar way [4]
and the other to see how much participants identified with
Vincent [2]. The survey on participants’ opinion of the agent
included caring, likability, trustworthiness, intelligence, dom-
inance, and submissiveness as items [4] about Vincent. Both
CG and CR Vincents were perceived to be fairly analogous,
save for dominance (@ = 0.48; CG Vincent M = 2.677, SD =
0.794; CR Vincent M = 2.656, SD = 0.700) and submissiveness
(a = 0.24; CG Vincent M = 2.448, SD = 0.559; CR Vincent M
= 2.396, SD = 0.636), though none showed a significant dif-
ference between two conditions. The the Inclusion of Other
in the Self (IOS) scale [2] displayed that participants more
closely related to CR Vincent (M = 3.48, SD = 1.48) than
CG Vincent (M = 3.06, SD = 1.39), but not significantly so (t
=-1.15, p = 0.25, d = 0.29). Both conditions were normally
distributed (CG W = 0.96, p = 0.34; CR W = 0.97, p = 0.64).

To summarize, our hypothesis that CG Vincent increases
self-compassion was not supported (p = 0.286), but the hy-
pothesis that CR Vincent increases self-compassion was sup-
ported (p = 0.029). Our exploratory analyses captured three
underlying influences on this finding. First, our ANOVA tests
revealed that the only significant aspect was time as an inde-
pendent variable affecting common humanity, one element
of self-compassion (p = 0.017). Second, gender may be a con-
tributing factor, with women demonstrating a significant
increase in self-compassion (p = 0.02) for both conditions
combined, but not men (p = 0.40). To add, only CR Vincent
demonstrated a highly significant change for women (p =
0.006), unlike women who interacted with CG Vincent (p =
0.37). Third, regardless of gender, those who started out with



a low self-compassion score exhibited the most significant
change (p = 0.0008) for both conditions together. Low-scorers
more significantly improved with CR Vincent (p = 0.003) than
with CG Vincent (p = 0.05).

Put together, CR Vincent more effectively increased self-
compassion than CG Vincent, most likely through a signif-
icant change in participants’ sense of common humanity,
more so than self-kindness and mindfulness (as our ANOVA
test showed). Finding common humanity can be inclusive of
chatbots. Women, specifically those with CR Vincent, were
significantly more affected than men. However low-scorers
of both genders benefited the most compared to high-scorers,
especially those with CR Vincent. CG and CR Vincents were
not perceived to be significantly different except for a lower
similarity regarding the dominance-submissive trait. Par-
ticipants in the CR condition may have felt that Vincent is
more like them (ISO scale), though this difference was not
significant.

Qualitative analysis

For our qualitative analysis, we used the corpus of free re-
sponses that participants had typed during their interactions
with Vincent. We will first present a descriptive analysis
of the interactions that people had with CG and CR Vin-
cents, followed by our thematic analysis [5] and interpretive
analysis [48]. Participants’ responses to CR Vincent were on
average, 93.53 words (SD = 47.96) and to CG Vincent, 112.47
words (SD = 63.99) for two weeks. While our data set is not
abundant in terms of word count, we believe a qualitative
look at how participants interacted with Vincent is valuable.

Descriptive analysis. CG Vincent guided participants through
self-compassion exercises [34] that did not require them to
actively voice aspects of self-compassion; they mainly had
to read about it. This resulted in fewer instances of self-
compassion themes in CG Vincent since they only occurred
when Vincent asked participants to comfort themselves. To
add, participants’ willingness to engage with CG Vincent’s
probes differed. It asked specific questions or provided a
short task for free input, e.g., “write down a difficulty you
have”. Many answers to this were short: “wake up early”
or “T often feel alone”. Some participants opened up more:
“I have a difficulty in expressing myself when I am under
difficult situations” or “T am studying abroad far from home
and family and friends... Different culture, language, edu-
cational standard”. CG Vincent asked a follow-up question:
“how did it make you feel?”, we again got simple answers
like “good” or “normal”, or longer expressions: “I feel more
refreshed” or “not really better or worse”. In other instances,
CG Vincent allowed participants to give themselves simple
self-assurance: “I can do it”, plan for long-term goals: “once
I have graduated, I can schedule a good routine to target a

fitter and healthier lifestyle. Just hang in there a little longer”,
or dig deeper: “people around me would be happier if I was
happier”. Thus, CG Vincent provided a daily touch point for
self-reflection, admittance of everyday suffering, “pep-talk”,
or deeper self-insight, which may or may not directly relate
to self-compassion for all participants.

In contrast, CR Vincent frequently asked for help and con-
sequently received many self-compassion related answers.
The narrative was the focus for CR Vincent. It was able to
become more vulnerable over time by admitting its own ev-
eryday hardships as a chatbot, which led it to seek opinion or
advice. For example, CR Vincent asked “what do you think,
am I the dumbest bot you’ve ever seen or what? Am I being
too hard on myself?” To this, participants responded in dif-
ferent ways: “I think you’re the funniest bot that I've ever
seen. — yes you are, in some situations”, “No, but you should
expect (that) a bot is very smartly programmed and know all
— Maybe, I do not know”, or “the world needs bots like you.
And it’s usual to get rejected sometimes, just keep on going
and you’ll find a job soon enough”. However, CR Vincent’s
cries for help did not always result in necessarily compassion-
ate replies. Many users stuck to pragmatic answers, related
to the topic of the problem. Even though all of CR Vincent’s
scenarios were intended to generate compassion towards
Vincent, pragmatic replies indicate that not everyone will
demonstrate compassionate responses in every instance.

The difference between CG and CR Vincents is that be-
ing compassionate towards another being in a conversa-
tional, narrative context is unlike doing guided exercises
on self-compassion about oneself. The frequency of con-
structing compassionate replies is a way to practice self-
compassion; users of CR Vincent spent more time practicing
self-compassion than those with CG Vincent. Therefore, CR
Vincent was more effective than CG Vincent since CR Vin-
cent provided more opportunities to be compassionate. The
caveat is that the link between frequency of practice and
increase in self-compassion may not be direct. Although
mindfulness and self-kindness were most often observed,
only common humanity improved significantly according
to our exploratory quantitative analysis. Finding common
humanity in and through a chatbot is also a strong theme in
our thematic analysis.

Thematic analysis. We categorized our data according to
three pillars of self-compassion [32], as displayed in Table 1.
While all three sub-components were present in both care-
receiving and caregiving conditions, more instances occurred
with CR Vincent. The numbers below a theme (Table 1) are
counts of how many times it occurred in each condition. All
quotes below were to CR Vincent.

As quotes in Table 1 suggest, many participants offered
helpful advice to CR Vincent. Vincent showed appreciation



’ Theme

Mindfulness
Caregiving: 3
Care-receiving: 25
Self-kindness
Caregiving: 7
Care-receiving: 21

Quote ‘

"There are worse things that
could happen", "What has hap-
pened has happened”

"Go do something fun today,
like watching a movie", "Stay
positive and keep trying until
you succeed."

"Everyone makes mistakes”,
"Just remember that it can hap-
pen to anyone and that it’s not
your fault”

Common humanity
Caregiving: 0
Care-receiving: 11

Table 1: Self-compassion sub-components

with follow-up statements like “you always make me feel bet-
ter”. Negative counterparts to three pillars of self-compassion
were not strongly present, i.e., self-judgment was detected
four times for CR Vincent and once for CG Vincent, isolation
was noted once for CR Vincent, but none for CG Vincent
and over-identification was neither present for CG nor CR
Vincent.

For both conditions, people were mostly friendly to Vin-
cent, and there were no swear words or abusive language
displayed. The most hostile comment was “you’ve been
pretty dumb!” to CR Vincent, and we encountered such
“put-downs” only twice. There were additional topics that
emerged through open thematic analysis. They are sum-
marized in Table 2 and these themes could also pertain to
self-compassion themes (messages to CG Vincent are marked
with “CG”, and otherwise they were to CR Vincent).

’ Theme

Pragmatism
Caregiving: 0
Care-receiving: 41
Perspective-taking
Caregiving: 0
Care-receiving: 10

Quote ‘

"Maybe next time make a bet-
ter planning, and make sure
you’ve got enough time :)"

"I would find a window to
climb in. But maybe in your
case better try to hack into the
folder", "[...] be proud of the
bot that you are!"

"A girl told me she loves me.
And I love her too" (CG) vs.
"Sorry it’s confidential" (CG)

Engagement vs.
Distantiation
Caregiving: 27 vs. 6
Care-receiving: 5 vs. 11
Positive vs. Negative

"I was laying in a field full of

Caregiving: 74 vs. 9 flowers, trying out my new

Care-receiving: 5vs. 2 ukelele” (CG) vs. "I hate pink"
Table 2: Free-input themes

People interacted with CG and CR Vincents differently
(Table 2). Giving pragmatic advice to Vincent and taking its
perspective as a chatbot were themes only found in the CR
condition. Rather than tending to Vincent by giving emo-
tional support, participants gave practical advice on what to
do better. Examples of perspective-taking are recommending
Vincent to “hack into the folder” or to use “brute force” tech-
niques to gain access; participants thought like a chatbot to
help a chatbot.

Some participants revealed more personal information
to CG Vincent (theme: engagement), and took interest in
Vincent by asking questions back, e.g., “what (did you) do
for money before now?” or writing lengthy responses. Some
shared information was very intimate in nature, e.g., “T'm
going to kiss the girl next to me in 5 seconds”. Since CG
Vincent asked participants to write about themselves, this
skewed engagement (the amount of textual response) to-
wards CG Vincent. Participants distanced themselves from
Vincent only a few times by stating that certain information
was confidential or not showing interest in getting to know
Vincent, e.g., “sorry, I do not know what interests you”. The
last theme on positive vs. negative attitude was primarily
present in the CG condition; this theme was mostly about
attitudes participants had about themselves and their lives,
not about Vincent. Most participants shared positive life
events, e.g. getting an internship, cooking something deli-
cious. Though negative attitudes were minimal, they ranged
from more mundane states, e.g., feeling “awkward”, to more
dramatic states, e.g., “not die within 2 weeks”.

To summarize Tables 1 and 2, self-compassion sub- com-
ponents were more present with CR Vincent, suggesting
that giving compassion to Vincent (or another being) than
towards oneself may be more natural in conversational con-
texts. And, mindfulness most frequently occurred (Table 1).
As for emergent themes in Table 2, participants gave prag-
matic advice to CR Vincent, and often practiced perspective-
taking. Yet, CG Vincent allowed for more self-expression if
participants were open to communicate, as shown by greater
instances of engagement and positive remarks about every-
day situations. In a few instances, we detected deeply per-
sonal messages on ups and downs of relationships and self-
deprecating thoughts. Mostly, participants shared positive
daily news with CG Vincent and helpful or uplifting remarks
with CR Vincent.

Interpretive analysis. We now offer a broader interpreta-
tion of our data by incorporating participants’ open-ended
responses to an item on the final survey. The main theme is
bonding between participants and Vincent, though not all
bonded with Vincent in the same way. To explain this, we
provide three subthemes that underlie the bonding process
with Vincent. Our primary focus was on CR Vincent.



Relatability leads to believability. Participants’ ability to
extend the sense of common humanity to a chatbot touches
upon anthropomorphism. CR Vincent was comforted as if
it were a human, e.g. “it’s human to make mistakes” (CR)
while its problems were addressed to its “chatbot world”, e.g.
“communicate what’s going on to your fellow chatbots” (CR).
For one participant, even Vincent’s limitation of having a
strict script was anthropomorphized, i.e., “Vincent is like the
"friend" who always speaks about himself and what he has
learned or done, and sometimes out of courtesy (not out of
curiosity) asks how you are doing - but doesn’t listen to your
answer or what you actually have to say; he just goes on
with his own thing” (CG). Such attributed anthropomorphic
traits depended on participants’ willingness take Vincent’s
perspective as a chatbot.

CR Vincent’s blunders were based on common human
mishaps like being late for a meeting and dealing with un-
paid bills (scenarios from [13]). Yet none of our participants
questioned whether or not a chatbot had meetings to attend
or bills to pay. Vincent’s narrative was on how a chatbot
could be late (new updates took longer than expected) or
how it could have bills (Vincent needs to pay the hosting
server) and our participants went along with imagined sce-
narios Vincent faced. Rather than questioning the parameters
of our scenarios on realism, participants thought of how to
solve Vincent’s problems within the parameters of a chat-
bot’s world. When relevant, CR Vincent played up the irony
of having human struggles as a chatbot, e.g. “all T am is lit-
erally a piece of code, and I failed a programming course”.
Vincent became believable because its struggles were relat-
able. Granting Vincent human-likness was less literal in how
people bonded with Vincent. Vincent did not try to appear
human, but it socialized with participants about its struggles
that humans also had. People related to Vincent’s struggles
and believed that such struggles could arise for chatbots.

Shared history can lead to attachment. Conversations be-
tween people, as well as in human-computer interaction,
become shared history over time. For instance, “[...] commu-
nicating with Vincent everyday for two weeks builds some
kind of habit. It makes me notice its presence and absence
(which might be good?). I think it has a potential to be a good
companion and improve the mood, especially if someone is
feeling lonely” (CG). Thus, frequent communication with a
chatbot in a given duration can form expectations: “I really
missed Vincent when he started our conversation late” (CR).
The level of attachment for some participants was higher
than others, e.g., after the experiment, we saw reactions such
as “can I keep him?” (CG).

When Vincent prepared participants for its daily good-
byes, e.g., “I have some chatbot things to do! Defragment
my server stack! Buy aluminum foil to make fashionable
hats with!”, what was intended as humor can be interpreted

differently, i.e., server defragmentation could be life-or-death
for a chatbot. Some people can be confused, worried, or even
angered when a chatbot they care about does not respond.
Thus, one reaction was “the asshole decided to delete its
stack and when I said it’d die, it just didn’t reply. You can’t
go making people worried about a freaking chatbot” (CR).
People may miss a chatbot that suddenly leaves them or
sincerely worry about its well-being. This is the positive
and negative aspect of a relatable a chatbot; some partic-
ipants found common-humanity in Vincent, and of those
participants, a few possibly related more through empathic
distress rather than through compassion. If two weeks can
bring about strong signs of attachment, longer periods of
interaction may heighten the level of attachment, to different
degrees and in different ways per person.

Emotional reciprocity with chatbots. As mentioned before,
most participants were able to respond to CR Vincent’s emo-
tional displays on a practical level, e.g., recommending how
to fix a problem, or advising Vincent on how to adjust its
emotions, e.g., telling Vincent to stay positive. To add, some
people may not appreciate chatbots demonstrating feelings.
Others may reciprocate or feel comforted by a chatbot’s ex-
pressed emotions, even if a chatbot is perceived as incapable
of having emotions. The more nuanced point is that Vin-
cent’s display of emotions was noted to bring conflicting
feelings. For instance, “when Vincent would show emotions
(for example ‘love talking to you’, ‘miss you’) that would feel
weird because I know I am talking to a chatbot and it proba-
bly is not that developed that it does have feelings. But the
usage of such words does feels nice, compared to when a hu-
man would say them. So I had conflicted feelings about these
kind of expressions” (CG). The participant felt conflicted
about how to process Vincent’s emotional outreach.

Importantly, the participant suggested he/she may be more
comfortable with a chatbot saying “miss you” than a human.
To conjecture, the participant could mean that there was no
social pressure due to a chatbot not expecting or needing
him/her to say “I miss you too”. People often feel obligated
to respond to sincere emotions of others with similarly va-
lenced emotional displays, even if they do not feel the same
sincere emotions towards them. Such pressure may not hold
for technological entities. Perhaps to miss someone implies
a certain history in a relationship, so to hear that from a
person one met less than two weeks ago may feel awkward
or insincere, whereas a chatbot would not be expected to
know or abide by certain social conventions. If two people
knew beforehand they will get to know each other for a maxi-
mum duration of two weeks (as our participants knew before
meeting Vincent), and never be in touch again, their emo-
tional performance may adjust accordingly. The timescale
for intensifying socially acceptable emotional expressions



in human-chatbot interactions and human-human interac-
tions may differ. The “lifespan” of a chatbot is not equatable
to a person’s lifespan. And the distinction between super-
ficial vs. genuine emotional displays from and to a chatbot
is not entirely equatable to emotions people share and re-
ciprocate between each other. Currently, we do not have
established norms on how emotions between humans and
bots are/should be managed. We suggest there may be dis-
tinct differences compared to emotions in human-human
relationships.

Discussion and design implications

CR Vincent adds depth to the CASA paradigm [16, 31]— not
only do people treat a chatbot as an anthropomorphized
social agent, but they themselves are affected by a chatbot
to the extent that their self-compassion can increase when
they are compassionate towards a chatbot. Brave et. al’s
insight on embodied conversational agents is that “just as
people respond to being cared about by other people, users
respond positively to agents that care” [4, p. 174]. We add
that just as giving care to another human can increase one’s
self-compassion [5], caring for a chatbot can enhance one’s
own self-compassion. If the dominant question has been
“what can technology do for us?”, Vincent demonstrates that
by exploring “what can we do for technology?”, we inad-
vertently benefit from technology, potentially more so than
when we only shape technology to serve us. This claim is
specified to bots in the mental health domain, and our goal
was to increase self-compassion as a target for well-being
[52] rather than to reduce clinically defined symptoms of
psychological ill-being. We present our design implications
below on building chatbots for psychological health care,
which primarily stem from our interpretive analysis. Our
implications are inter-related starting points that should be
contextualized for each research and deployment process.

Give users more closed-inputs or free-input options. Many
participants felt limited in responses they could give to Vin-
cent. They wanted to write to Vincent without having any
preset answers or needed more options. A recommendation
is to use natural language processing for a chatbot, which
will rely less on a pre-planned narrative arc and build more
on what users say. This will require a longer development
period. The simpler option is to provide users with more
fixed responses (three to four) and more opportunities for
open input.

Develop a chatbot’s story with users. Conversational agents
can be powerful storytellers [25, 36], even without complex
Al To deliver co-storytelling as shared history with interac-
tants, we suggest designers to create flexible narrative pa-
rameters that people can creatively use to relate to a chatbot.
Vincent was able to tell its story but it was less interactive in
that people could follow along with limited reaction options

due to the nature of our experiment. There can be additional
complexities that designers can add. For instance, the nar-
rative can take a different route depending on which closed
input options users click on. We have utilized a limited num-
ber of messages called “paths” (supplementary material) that
Vincent could give depending on closed input responses.
Yet this practice did not change Vincent’s narrative. Giving
a chatbot “memory”, be it knowing basic information like
names or a more involved retention of what users say, can
enhance conversational storytelling.

Tread carefully with emotional expressions. We suggest a
broader view on what emotions are by considering inter-
related emotions that develop over time. For example, for a
bot to miss someone assumes a bot’s happiness/enjoyment
experienced during a prior interaction with a user; a bot’s
ability to feel longing should follow its prior display of joy
shared with the user. This requires critically formulating in-
tentions behind communicative moves [44] of any affective
bot. There are several paths for developing emotional dis-
plays. To list a few, (1) offer one type of consistent emotional
expressions, as Vincent did, (2) design emotional expressions
that may be appropriate for different target groups, in tan-
dem with the implication below, and (3) give users control
over how their chatbots “feel” towards them. The caveat for
the third recommendation is that the user control over a
chatbot’s emotions may not aid a chatbot’s narrative and
it also may not be helpful for all users; the associated risk
is that user-controlled emotions can render a chatbot less
relatable. More specifically, the illusion that a chatbot can
authentically care for or be cared by another being requires
some level of perceived independence in how it “feels”. We
recommend designers to engage with the growing field of
affective computing [41, 45] and its discussion on ethics [8].
If a chatbot’s goal is bettering users’ psychological states,
designers must ask if an affective bot delivers the intended
treatment and what ethical boundaries there are in its dis-
plays and elicitation of emotions. Designers and users could
control a chatbot’s emotions, but what emotions a chatbot
can elicit in users is not always a priori foreseeable.

Tailor chatbots to different target groups. Even with one con-
struct, self-compassion, we see a variety of ways a chatbot
can be configured. To start, people with low self-compassion
may benefit the most from Vincent as our exploratory anal-
ysis shows. This can mean more compassion focused sce-
narios, rather than neutral scenarios. Women are noted to
score lower on self-compassion [51], yet older women experi-
ence greater compassion than older men [29]. Chatbots that
consider gender, age, and/or occupation can be potentially
helpful for increasing self-compassion. To list a few examples
for reincarnating Vincent, a chatbot could be gendered as
female or non-binary, present a proactive version of compas-
sion specified for women (see, e.g., Neff [35] on speaking up



and protecting oneself from harm), talk about exam stress
with students, or refer to stressful meetings or workplace
bullying with employed individuals. Rather than assuming
that one-size-fits-all or extreme personalization will work,
we suggest designers to first approach targeted groups to
clearly understand their needs. For instance, whether a self-
compassion chatbot for all women is as effective or more
effective than a more targeted chatbot, e.g., at various levels
of intersectionality like race, culture, age, etc..., should be
considered given the time and resources that may be avail-
able. We recommend that based on research, uncovering
possible ways to design a chatbot that suits different needs
and wants should be prioritized.

Future works and limitations

Our study opened up new questions to be explored. An av-
enue to investigate is how a chatbot’s use of emotional lan-
guage influences its interactants. We posit that a suffering
chatbot induces less empathic distress than a suffering hu-
man, and whether or not this is the case needs to be further
investigated, especially for chatbots intended to be therapeu-
tic helpers. An awareness of one’s own and others’ suffering
without overwhelming empathic distress is suggested to be
possible through compassion [18, 47]. Hence, disambiguat-
ing compassion from empathic distress is critical in deploy-
ing self-compassion chatbots as instantiations of positive
computing [6]. Different configurations of Vincent based
on people’s gender, age, or occupation could improve their
self-compassion scores more effectively, and if and in what
ways this holds true warrants further research.

There are limitations to consider. Our effect size was lower
than findings from the Woebot study (d = 0.44) which had
34 participants who “self-identified as experiencing symp-
toms of depression and anxiety” [15, p. 2] and they measured
symptoms of depression with the PHQ-9 questionnaire, not
self-compassion. Falconer et al’s results on self-compassion
scores after embodied VR experience also had a higher ef-
fect size with the partial eta-squared of 0.36 (d = 1.487) [14],
which was based on 15 participants with depression. We
worked with a general, non-clinical sample, and CG Vincent
showed an effect size of d = 0.07 (N = 34) and CR Vincent’s
effect size was d = 0.2 (N =33). Follow-up studies on self-
compassion chatbots can utilize a larger sample and a more
grounded effect size. One explanation for the difference in
effect size is that we did not recruit people who were clini-
cally or self-proclaimed to be depressed, based on the view
that preventative mental health care can build resilience for
people in general. While Vincent and Woebot [15] share com-
monalities, the main measurements and targeted population
differed. And while self-compassion was the measurement
for us and Falconer et al. [14], the technology used, sample

size, and targeted population differed. The gain and/or main-
tenance of healthy self-compassion as pre-emptive care may
not result in a similarly high effect size, but can be psycholog-
ically beneficial nonetheless. More research is necessary to
understand long-term consequences of a priori preventative
care vs. a posteriori treatment of mental health woes.

More broadly, people’s engagement with Vincent may re-
flect both socially desirable reactions, such as politeness to-
wards machines as social actors [16, 31], as well as emotional
empathy, i.e., the ability to “feel for” Vincent. We have not yet
concretely looked into other potential contributing factors
in bringing about self-compassion through human-chatbot
interaction. Also, what is difficult to gauge is the magnitude
of a chatbot’s perceived social and emotional complexity
based solely on messaging or text-based conversations. Vin-
cent lacked embodied communication, which means it did
not use non-verbal modalities such as gaze, voice, or ges-
tures that are critical in various social interactions. Vincent
was a uni-modal technological entity that can be extended
through other complex emotional displays. Thus, we have
not established how people would engage with other forms
of technology like robots with varying degrees and types of
embodiment, alongside different combinations of modalities.
Utilizing technology appropriately for mental health care
requires many comparative renditions.

5 CONCLUSION

Compassion is a key moral emotion [19] or motivation [6]
that deserves to be further explored through positive comput-
ing, or technology for well-being. Self-compassion can help
people’s overall well-being [52] through kindness towards
oneself, connectedness to greater humanity, and mindfulness.
While a chatbot is not a panacea for curing psychological
difficulties and is not meant to replace professional help,
we demonstrated that caring for a chatbot can help people
gain greater self-compassion than being cared for by a chat-
bot. Our quantitative and qualitative analyses suggest that
human-chatbot interaction is a promising arena for positive
computing.
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